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Abstract—Clustering is one of the fundamental data analysis
technigues, which aims to find distinct groups of similar objects
and discovers hidden structures in data. A recent clustering
approach, clustering ensemblesries to derive an improved clus-
tering solution based on previously generated different candidate
clustering solutions.

Clustering ensembles have two stepsgenerating multiple
candidate clustering solutiongrom the data and forming a final
clustering solutionfrom previously generated candidate clustering
solutions.

A problem of the first step is the text representation, where
word frequencies are often used as features. Other semantic
information of the text such as topics, hypertext, etc are ignore.
The problem for the second step is that the current popular
median partition approach selects one clustering solution from
previously generated candidate clustering solutions.

A common clustering ensemble approach uses word frequen-
cies as features to represent text data (documents). Howevyer
documents usually contain semantically rich information i.e.
words, hypertext, titles, topics etc. The cluster ensemble appazh
ignores the semantic information of the documents and hence is
prone to produce futile groupings of the documents.

In this research work, we present a new multi-objective clus-
tering ensemble method based on Strength Pareto Evolutionary
Algorithm (SPEA-II).

Our method utilizes the semantic information (rich features)
to address the first problem of clustering ensembles. The cluster
oriented evolutionary approach which derives the final clustering
solution by selecting better quality clusters is in the second step
of our method to address the second problem. The results show
that our new method provides better results than other clusterimg
ensemble methods.

Keywords—Clustering Ensemble, Multi-Objective Optimization,
Evolutionary Algorithm

I. INTRODUCTION

Clustering is a popular technique which groups data objects

into different clusters. There are many clustering metHods
clustering different types of the data. Every clusteringhod
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attention because it produces fairly better results by ¢oimdp
the results of different clustering methods [1].

Clustering ensemble methods consist of two steps: in first
step candidate clustering solutions are generated, anldein t
second step a single candidate clustering solution is ekriv
from previously generated candidate clustering solutions

Median partition based clustering ensembles, which select
a single candidate clustering solution from a set of caridida
clustering solutions is so far considered as the best approa
[2]. Selecting a single candidate clustering solution isn€o
monly based on a similarity criterion. This similarity eniton
picks a candidate clustering solution that has a maximum ave
age similarity to all previously generated candidate €ltsg
solutions. This approach assumes that the first step of the
clustering process will generate a similar clustering tofy
however, the results generated from multiple clusterirgp-al
rithms might differ from each other.

Generally, clustering ensemble methods formulate clus-
tering as a single objective optimization problem. However
according to recent studies, using two or more objectivadde
to better results [3], [4], [5]. In order to solve multi-olbjése
clustering problem, multi-objective evolutionary algbms
such as SPEA-II and NSGA-II are widely applied in cluster-
ing ensemble. Evolutionary algorithms heavily depend upon
evolutionary operators (such as selection, crossoveratioat
etc) and fitness evaluation criteria. The evolutionary afms
and the evaluation criteria are domain specific. The current
multi-objective clustering ensembles based on evolutipna
algorithms use simple crossover and mutation methods along
with fitness evaluation that do not penalize a clusteringtgm
having small clusters.

Moreover, as different clustering solutions generally in-
clude high and low qualifyclusters, therefore a final clustering
solution selected by partition based approach might nohbe t
best clustering solution.

This research work presents a new multi-objective cluster-
ing ensembles methodOC) based on evolutionary approach
and uses multiple views to generate a diverse set of camdidat

produces a clustering solution and its very likely to haveclustering solutions in the initial step. The concept of tiple

different clustering solutions of same datasets. In regeats,
a clustering approacRlustering Ensembles getting much
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views in documents means representing a document in more

1The quality of cluster is generally measured by computing th@icluster
and inter-cluster distances.



than one way e.g. using term frequencies, topics, hyperlink  Other popular approaches for multi-objective clustering
etc to represent the documents. Hence, the MDC not only usesisembles algorithms are [11], [12]. In general, multieckije

the word frequencies but also uses the semantic informatiodlustering ensembles proposed so far use two objectives and
of the text. they mainly focus on minimizing the intra-cluster variange

MDC also addresses the limitations of current muIti-FgurEgr?nh?f?‘?]l_Ve analysis of multi-objective approacheskan

objective clustering ensembles methods that are based on

evolutionary algorithms, by developing new evolutionapen Apart from clustering ensemble methods, the use of multi-
ators, better fithess evaluation functions and a clustented ple views in the clustering process is mainly referred agimul
approach, which forms the final clustering solution by selec view clustering [14], [15]. Our new method, MDC is related to
ing high quality clusters from different clustering sotuis, = NSGA-II based multi-objective clustering method (MMOEA)
rather than selecting one candidate clustering solutiagy K [16], [17], which is a clustering ensemble method that uses
contribution of this research work as are follows. multiple views and implements three objective functionse T

_ _ ] _ results comparison of MOCK, MMOEA and our new method
1) Introducing the concept of multiple views in the is provided in the results section.

initial step of clustering process for generating diverse
candidate clustering solutions.

2) Developing crossover methods for generating a new . THE METHOD
set of clusters from previous candidate clustering Qur Multi-objective Document Clustering (MDC) method
solutions. is based on clustering ensemble approach using SPEA-II

3)  Developing guided mutation methods for splitting and[18]. It exploits multiple views of the documents to generat
merging clusters in a candidate clustering solution. various candidate clustering solutions in step 1 of thetetirsy

4)  Developing multi-objective function based on intra- process and then forms a final clustering solution by combini
cluster and inter-cluster distances for multi-objectivea set of high quality clusters from different candidate wisg
optimization. solutions using evolutionary process. The method uses two

. . : ._criteria: intra-cluster distances and inter-cluster atises to

The rest of the paper is organized as follows. Section Il dis-

> - evaluate the fitness of individuals and performs Selection,
cusses related work, section Ill describes our method (MDC) b

' ) . X Crossover, Mutation and Tuning steps on the population to
section IV provides the details of the experimental setugph an enerate a new set of candidatgs P Pop
the results, section V discusses the analysis of MDC ang '

section VI concludes the paper. - ]
A. Initial Population

[I. BACKGROUND AND RELATED WORK Initial population i.e. the initial set of candidate clugte
solutions of documents are generated using two views: nbnte
and hypertext of the web padedVe constructed two feature
'matrices using the standard Term Frequency Inverse Dodumen
:F‘requency (TFIDF) of the content and Term Frequency (TF)
€f the hypertext of the web pages. Then we applied traditiona
lustering algorithms: single link, complete link, avesaik
hierarchical methods) and k-means with different initiaion

Most of the clustering methods provide partitioning of
the data and do not allow overlapping within the clusters
Moreover, current clustering ensemble methods only use
single view of the data and mainly focus on selecting th
one clustering solution from multiple candidate clustgrin
solutions. Also, some of the clustering methods implemen
clustering as a single objective optimization problem. They, yvq feature matrices separately. This resulted in eight
Imultl—objectlve approaches for clustering methods areoks f different candidate clustering solutions.
ows.

Korkmaz et al. proposed a multi-objective approach intro-g. Genetic Representation
ducing two objectives and used linkage based encoding schem
to reduce the redundancy of the initial clustering solugion ~ We chose a matrix based binary encoding scheme [19] to
[6]. Their first objective minimizes the number of clustersla represent the individuals. This enabled us to have overigpp
the second minimizes the intra-cluster variance. This@ggr  clusters. Figure 1 depicts an individual clustering solutand
utilized the concept of Pareto dominance to find a set ofts matrix based encoding is shown in Figure 2. The rows
nondominated clustering solutions. represents clusters and columns represents the docuntent. T

) value 1 means the document is assigned to the cluster.
Bandyopadhyay et al. proposed a fuzzy clustering method

using multi-objective evolutionary algorithm [7]. Theipa

proach also used two objective function, criterion [8] and
Xie-Beni index [9].
A B C

A closely related method to our research work is MOCK, a
cluster ensemble method proposed by Handl and Knowles [5],
[10], which implements two objectives. Their method used a Fig. 1. Example of a Clustering Solution.
modified version of SPEA-II algorithm and used two objective
functions: connectedness and compactness of the clubteseT

two objectivgs were inspired from the single link and the k-~ ithese two views content and hypertext were predefined andde with
means algorithm. the WEBKB dataset.
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Fig. 2: Sample individual/ clustering solution encoded as a Parent 1 D
binary matrix. The rows represent clusters (A, B and C) and Parent 2
columns represent the documents (1-9)
1234567289 1234567839
Al1]|1]ofo|o|ofo|o|o| A
C. Fitness Evaluation 2 2 1]1]0f1]0]0J0]1]0
We considered two criteria for evaluating the fitness of an  , GToTo 7 olololi 10l b
individual. The first criterion is intra-cluster distancenalized ohid 1 ohid 2
| |

by the inverse square root of number of objects in a cluster

and the second criterion is the inter-cluster similarithe$e Fig. 3: Row-wise crossover method.

two criteria needs to be minimized and hence they were imple-

mented as two objective function that needs to be minimized.

The first objective functions is defined as follows:

background) and results in two new children (Child 1 and

Child 2). The light gray row in Child 1 (cluster D) indicates

1 1 1 unassigned documents after the crossover. Hence, thisnmeth

Obj1(C) = 72 Z §(d,d") produces new clusters to collect leftover documents. This
C ceC Vel \lel(lel = 1) ddec crossover method can also produce overlapping clusters (a

document is assigned to multiple clusters) and the coverage

(assignment of all documents to clusters) is always 100%.

where ¢ is a cluster in clustering solutio, d and d’ are
documents in a clustet, § is a function which computes

the distance between two document$d, d’) represents co- 12834567839 1234567839
sine similarity measure (commonly used in text clustering) A A
of documentsd and d’ whereasd(d, d’) represents the 4 B B
The cosine similarity measure is widely used in finding the c
similarity between documents [20]. Following is the defomit Parent 1 b
of the second objective function:
Parent 2
123 4567 89
‘ 1 1 123456789 Ali|li|lo]o]ofofoft]o
Obja(C) = e > =Y Add)
ICl(lc]—1) e’ €Cneke! |C||C\dec’d,€d A 0|0 Blo|oft|o]oft[t]o]o
B 110 clojofolt1]1|lofOf0O]O
where ¢ is a cluster in clustering solutiof?, d and d’ are c 0]0 Djojojojojojojo]o]1
the document in two different clustetsand¢’. v is the cosine Child 1 Child 2
zbrr(llllj?gg]{lsjnctlon which computes the similarity betwesvo Fig. 4: Column-wise crossover method.
We implemented the objective functions in such a way that )
it becomes a multi-objective optimization problem wheré¢hbo Figure 4 shows the column-wise crossover method. Parent
objectivesObj; and Obj, are required to be minimized. 1 and Parent 2 exchange corresponding columns (with dark

gray background) and results in two new children (Child 1
and Child 2). Note that the Child 1 after crossover contains
zero value for column 8, indicating that the document is not
The selection step in our evolutionary process selects assigned to any cluster. Since this crossover can produpt/em
number of individuals from the previous population to geter clusters, we perform an additional step to remove any empty
individuals. We used binary tournament method to select theluster. The coverage in this crossover method can be lass th
individuals. 100% (i.e. not all documents are assigned to clusters).

D. Selection

E. Crossover F. Mutation

After selecting two parents, we performed the crossover

steps. This research work uses two crossover methods: the Wg developed two types of mutation m'ethods:. split-
row-wise and the column-wise crossover method. mutation and merge-mutation. The split-mutation, splie o
big cluster into two small clusters and the merge-mutation,

Figure 3 shows the row-wise crossover method. Parenterges two small, but similar clusters into one big clustbe
1 and Parent 2 randomly exchange two rows (dark grawplitting of the cluster is based on random approach whereas



the merge-mutation is performed by considering intertelus Algorithm 1 MDC - Document Clustering based on SPEA-II

distances of the two clusters. 1: Generate and represent encoded initial populafigfirom
different views of the documents. Set archilg = 0. Set
population size N. Set archive siZ2é, and Set generation

12 3 4567 89 12 3 4567 89

CLETefelelife] «[effefsfelefofele) v
Blofol1lolol1][1]0]0| B 2: Compute the objective function®bj; and Obj, of all
ol ool ¢ individuals in@Q, and P, . _
c W 3: Copy all non-dominated solutions @, + P, to Py,
1 D .
4: if |Pyy1| > N, then
Cz 5: ReduceP,; by means of truncation operator
Split Cluster A Merge Cluster Aand D 6: else if ‘Pg+1| <= N, then
@ @ 7. CopyN, - |P,41| dominated solutions from), + P,
123 45672829 123 45672829 8: end if
al1il1Tololololololo]l alil4Tololololol]4 9: if Stopping criterion is satisfiedhen
Blofo[1]|o|of[1]1]o]o] B lo:  return Py
11: end if
clojojojojrjojojorty ¢ 12: for i + 1,N/2 do
D(ojofo]|1|0j0fO]1]0 o 13: p1,p2 < select two individuals fromP,
Cs 14 rand < generate a random number from 1 to 6.
: . : 15: if rand =1 then
Fig. 5: Example of split and merge mutation method. 16 C1, cs < Perform row-wise crossovés,, ps)
17: else ifrand = 2 then
18: c1, ¢ < perform column-wise Crossover , p2)

Figure 5 shows examples of split and merge mutation,g.
methods. The split-mutation is shown on left where cluster;.
A of C; clustering solution is randomly divided into cluster
A and D. The merge-mutation is shown on the right where,;.
cluster A and D inC; are merged into cluster A. 29

else ifrand =3 or rand = 4 then
c1, co < perform merge-mutation if possible, oth-

erwise apply split-mutation op; andp,

else ifrand =5 or rand = 6 then
c1, co < perform split-mutation if possible, other-

wise apply merge-mutation gm, andp,

23:
24:

25:
We performed a tuning step after generating the new,g.

G. Tuning

end if

Qg+1 < Apply tuning onc; andc;
end for
Goto 2

individuals to refine the clusters and help the evolutionary
process to converge quickly. This tuning step is similarhi@ t
second step of the k-means algorithm. We iteratively cateul
the cluster centroids and relocate the documents to a cluste

based on the minimum distance of the document to the cluster The algorithm was run multiple times and the average of
centroid. The tuning process is repeated until the cerstroidall the runs are reported in this research work. The parasete
remained the same and no document was required to Her the algorithms include: maximum number of generations
relocated. The centroid of a cluster is computed using thevas set to 1000, crossover probability was segtonutation
average similarity of all the documents in that cluster. Ourprobability was set toy, population size was set to 20.
implementation does not tune the overlapping clusterscdien These parameters were fixed for all runs of the algorithm.
overlapping between clusters are preserved. The number of clusters were randomly chosen at initial stage
ranging from 2-10 for k-mean clustering and fixed number of
clusters (predefined number of clusters from gold standard)
other clustering methods.

IV. EXPERIMENTSSETUP AND RESULTS

H. MDC Algorithm

Algorithm 1 shows the process of our new method MDC. MDC was compared with a simple ensemble clustering
The algorithm is a modified version of SPEA-II and startsmethod (using an average link hierarchical method as censen

with the initial population, which is generated by explogi  SUS function) and two multi-objective clustering appraeh
the multiple views of the documents. Then it computes thé?@Sed on evolutionary approaches (Mock and MMOEA). The
objective functionsObj; and Obj, for each individual in a results were compared using three different evaluatiomioset
population. Then using the SPEA-II method, we identify the®" different datasets. These evaluation metrics are widely
non-dominated solutions and finally perform our selectionUSed to measure the quality of clustering by comparing the
crossover, mutation and tuning steps (as described darlieflusterings solutions produced by clustering methods with
on the current population to generate a new population. ThEiven clustering solution provided by the datasets

truncation operator, mentioned in the algorithm, removeh 5 1it is important to note that clustering is an unsupervisednieg method

of the worst individuals in a population by considering the and the evaluation metrics can not be used as objective furscbecause the

fitness value. The stopping criterion for the algorithm ie th evajuation metrics requires the gold standard clusteringtieas, which are
total number of generations. not present during the clustering process.




A. Datasets

B. Validation Measure

We created eight datasets (D1-D8) from WebKB2 and The clustering performance was evaluated using the Clus-
WebKB4 datasets which have two predefined views of webtering Accuracy (CA) [22], F1-measure (F1) [15], [23] and
pages. Also, we used Citeseérand Cord dataset which also Rand Index (RI) [24]. F1-measure is defined as the weighted
has two predefined views. Apart from two view datasets weharmonic mean of Precision and Recall. Precision measuees t
used three view dataset which is combination of AMBIEINT accuracy of a system by considering the majority topics ef th
MORESQUE and ODP-239 datasets. The three views of clusters and Recall measures the coverage of differentgopi
combined dataset were generated from topics, terms and arim a clustering solution by considering the majority topafs
biguous queries of the document using wikiminer toolkit][21 the clusters [23]. The measures are defined as follows:

The following are the details of the datasets

1)

2)

3)

4)

5)

WebKB2 dataset contains 1051 web pages from
Cora, Texas, Washington and Wisconsin universi-
ties. We divided the dataset according to universi-
ties and constructed four datasets WebKB2-Cornell,
WebKB2-Texas, WebKB2-Washington and WebKB2-
Wisconsin. These four datasets (D1-D4) were then
pre-processed by applying tokenization and lemma-
tization on each web page and two views were
generated using Term Frequency Inverse Document
Frequency (TFIDF) technique on terms of the web
page and Term Frequency (TF) on Hypertext of
the inlinks of that web page. The WebKB2 dataset
labeled the web pages under two categories, course
and non-course.

WebKB4 dataset contains 887 web pages from the
Cora, Texas, Washington and Wisconsin universities.
The web pages were clustered into course, faculty,
student, project and staff categories according to the
gold standard provided by the author of the dataset.
After pre-processing, we constructed two views: a
binary vector of terms, which specified if the term
was present in the document, and Term Frequency of
the Hypertext of the inlinks of web pages.

Citeseer dataset contained 3312 articles from citeseer
publication database. These articles were categorized
into six groups (Agents, Al, DB, IR, ML, HCI). After
pre-processing, we constructed two views: a binary
vector of terms and Term Frequency of the citations.
Cora dataset contained 2708 articles related to ma-
chine learning. These articles were categorized into
seven groups (Case Base, Genetic Algorithms, Neu-
ral Networks, Probabilistic Methods, Reinforcement
Learning, Rule Learning and Theory). After pre-
processing, we constructed two views: a binary vector
of terms and Term Frequency of the citations.
Combined dataset contained 3970 documents which
were retrieved against 397 queries. Each query had
corresponding 100 short documents that were re-
quired to be clustered into different groups. The views
were topics from documents, TFIDF of terms in the
document and senses of the query. These three views
were generated by the method specified in [16].

1Both of the datasets can be downloaded from http://wwwios.edu/

~webkb/

2can be downloaded from http://www.cs.umd.eesen/lbc-proj/data/
citeseer.tgz
Scan be downloaded from http://www.cs.umd.eesgn/Ibc-proj/data/cora.

tgz

4can be downloaded from http://credo.fub.it/ambient/

1)

2)

Fl1-measure is defined as the weighted harmonic
mean of the Precision and Recall. Precision is the

measure of the accuracy of a system whereas Recall
is a measure for coverage of different topics in a

clustering solution [23].

The precision or cluster accuracy of a clustgre C

can be computed as:

_ il
|Cil
where C! is the set of all the documents in cluster
C; which belong to the subtopic. The subtopia is
a majority subtopic shared by documents in cluster
C;. |C;| denotes the total number of documents in
a cluster. The recall of a cluster that has a majority
subtopict is computed as

_ U Gice: CF|

Ty

P(Cy)

)

R(t) )
where C! is a subset off whose subtopid is in
the majority. Then; is the number of documents
that belong to subtopi¢. The total precision of the
clustering solution and recall can be computed as

pP— Zciec P(Ci)|ci|
> ciec lCil

o Tier ROm

D ter Mt
whereT is a set of subtopics (gold standard).
Rand Index is widely used in literature to examine
the agreement of newly developed clustering method
with the ground truth (gold standard). The RI can be
computed as:

3)

(4)

TP+TN
7l =
RIC.G) TP+ FP+FN+TN ®)

where( is a clustering solutions and is a ground
truth. TP, TN, FP and FN are total number of true
positives (pairs that are in the same cluster in a newly
developed clustering solution and gold standard clus-
tering solution), true negatives (pairs of documents
that are in different clusters in both clustering solu-
tions), false positive (pairs of documents that are in
different clusters inG but in the same cluster i@)

and false negatives (pairs of documents that are in
different clusters inC but in the same cluster ig)
respectively.

5can be downloaded from http://lcl.uniromadl.it/moresque/

Scan be downloaded from http://credo.fub.it/odp239/

"the subtopic are provided by the datasets. they are coesides a gold
standard



TABLE I: Clustering Accuracy computed on 10 different datiss

Dataset Avg-Ensemble MOCK MMOEA MDC

atase vl v1+v2 vl v1+v2 vl vli+v2  2view vl vi+v2  2view
D1 83.95 83.95| 84.34 84.43| 91.12 91.12 91.12| 91.12 91.12 9251
D2 86.22 87.94| 87.01 87.39| 90.12 90.21 90.42| 90.12 90.21 91.45
D3 71.09 71.09| 80.12 81.23| 8491 86.43 86.72 87.05 88.12 92.13
D4 73.83 74.16| 7498 75.33| 85.54 86.96 88.54 88.17 90.15 92.88
D5 56.41 57.69| 58.01 59.98| 68.12 68.82 70.12] 70.12 71.13 75.22
D6 72.36 60.17| 72.36 60.17| 73.01 74.87 75.45 7411 76.85 78.13
D7 69.13 69.65| 69.82 70.23| 72.17 7251 74.17 7231 7254 77.93
D8 78.11 78.49| 79.91 80.45| 79.91 80.98 79.91| 79.91 81.44 83091
Citeseer 43.87 44.32 4598 45.98| 50.01 51.45 5434 51.12 53.32 60.12
Cora 4472 46.35| 46.51 47.22| 50.95 51.12 55.11] 51.31 52.32 60.15

TABLE II: F1-measure computed on 10 different datasets

Avg-Ensemble MOCK MMOEA MDC
Dataset - -

vl v1i+v2 vl v1+v2 vl vi+v2  2view vl vi+v2  2view
D1 91.28 91.28| 91.54 9168 | 91.95 91.68 92.01 9195 91.68 92.01
D2 92.61 92.61 | 9256 92.69 | 92.61 92.69 93.28 92.61 92.69 93.28
D3 88.71 88.71| 89.91 89.91| 90.71 91.74 92.14 91.03 92.11 93.82
D4 84.38 86.45| 86.12 86.93| 86.32 87.23 89.91 86.99 89.18 92.78
D5 66.52 67.56| 67.56 68.32| 69.12 70.34 71.12 70.12 71.61 75.82
D6 65.09 47.97| 66.01 48.13| 67.19 67.73 70.01 68.21 70.72 74.05
D7 56.24 63.67| 58.23 64.39| 62.99 67.16 71.25 63.87 69.63 74.42
D8 67.87 68.01| 70.03 70.97| 7432 75.46 76.23 75.12 76.74 78.13
Citeseer 52.87 56.78 54.01 58.94| 58.87 59.73 61.23 61.18 61.73 68.29
Cora 5554 56.53| 57.98 58.17| 59.62 61.15 62.21 60.54 62.17 63.54

TABLE lll; Rand Index computed on 10 different datasets

Dataset Avg-Ensemble MOCK MMOEA MDC

atase vl v1i+v2 vl v1+v2 vl vl+v2  2view vl vl+v2  2view
D1 7194 72.94| 71.01 72.94| 7266 72.94 75.21 73.13 73.64 75.43
D2 76.14 76.14| 76,99 76.34| 77.89 78.31 79.89 78.23 78.51 80.21
D3 57.01 58.41| 68.19 69.12| 70.41 75.12 79.32 71.11 78.12 87.12
D4 59.38 61.55| 69.11 70.33| 7493 7493 7558 7545 78.91 88.21
D5 61.02 61.96| 63.12 63.76| 70.79 75.12 76.17| 73.12 75.97 82.72
D6 66.73 48.13| 67.53 50.11| 72.65 73.12 74.65 74.95 76.32 80.88
D7 65.52 67.96| 72.12 73.01| 73.13 7476 76.21 74.41 75.11 80.56
D8 75.58 76.83| 75.88 77.63| 80.76 81.12 82.12 82.92 83.41 85.14
Citeseer 60.43 73.06 72.23 74.34| 76.26 77.13 77.23 78.26 79.36 85.21
Cora 70.21 73.92| 76.12 74.23| 78.79 80.21 81.83 80.11 81.32 89.75

C. Comparison on Two View Datasets provided by the authors.

Our method MDC was compared with three clustering  Taple I, Il and Il show the percentage values of CA, F1 and
methods: AVG-Ensemble, MOCK and MMOEA. The first R| respectively computed on 10 different two view datasets.
method is a single objective average-link clustering efdem The v1 means view one and "v1+v2" means that view one
method based on link pairwise similarity matrices [25]. Theand view two were concatenated in a single feature matrig. Th
second method MOCK is a multi-objective evolutionary algo-2view means the two views v1 and v2 were separately used and
rithm [5] based on SPEA-H Our recent work, MMOEA is  two feature matrices were constructed in the clusteringgss.

a multi-objective multi-view evolutionary algorithm basen  The bold values indicate the highest value. All three tables
NSGA-II approach P]. MMOEA uses the standard crossover show a general trend that our new method, MDC, outperforms

method with three objectives. We implemented Avg Ensemblgyther clustering methods in terms of CA, F1 and RI on all
and MMOEA clustering methods and the code for MOCK wasyjews.

Lhttp://personalpages.manchester.ac.uk/mbs/julia.rmadk.html Table IV provides the percentage improvements of MDC



TABLE IV: Improvement of clustering quality of MDC compare MMOEA

Dataset CA Improvement F1 Improvement RI Improvement

atase vl vl+v2  2view vl vl+v2  2view vl vl+v2  2view
D1 0.000 0.000 1.525| 0.000 0.000 0.000| 0.647 0.960 0.293
D2 0.000 0.000 1.139| 0.000 0.000 0.000| 0.437 0.255 0.401
D3 2520 1955 6.238] 0.353 0.403 1.823| 0.994 3.994 9.834
D4 3.075 3.668 4902 | 0.776 2.235 3.192| 0.694 5312 16.711
D5 2936 3357 7.273 | 1447 1806 6.609| 3.291 1.132 8.599
D6 1507 2.645 3.552| 1.518 4.415 5771 | 3.166 4.376 8.346
D7 0.194 0.041 5.069| 1.397 3.678 4.449| 1.750 0.468 5.708
D8 0.000 0.568 5.006| 1.076 1.696 2.492| 2.675 2.823 3.678
Citeseer 2.220 3.635 10.637| 3.924 3.348 11.530| 2.623 2.891 10.333
Cora 0.707 2.347 9.145 1543 1668 2.138| 1.675 1.384 9.679

TABLE V: Statistical significance test based on the value€hfstering Accuracy, F1-measure and Rand Index computed on
all datasets

Avg-Ensemble MOCK MMOEA
vl v1i+v2 vl v1+v2 vl vi+v2  2view
p-value on CA 0.0015 0.000;F 0.0025 0.0009| 0.0154 0.0057 0.0001

p-value on F1 ~ 0.0017 0.01850.0056 0.0447| 0.0042 0.0026 0.0038
p-value on RI  0.0003 0.003 0.0004 0.008| 0.0005 0.0021 0.0011
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Fig. 6: CA on combined dataset Fig. 7: F1 on combined dataset

over MMOEA. The percentage values are calculated in term$MOEA in terms of CA, F1 and RI values. Similar results
of CA, F1 and RI on 10 different datasets. The bold valuesvere also observed on other views.
represent the highest improvement achieved by MDC. In
general, MDC performs equally well for a few cases, but most V. DISCUSSION
of the time shows a reasonable improvement over MMOEA.
A. Statistical Analysis

D. Comparison on Three View Datasets We performed the pairwise Wilcoxon statistical signifi-
cance test [26] on all datasets for CA, F1 and RI values.

The results of three view/combined dataset of AMBIENT, We used CA, F1 and RI values of MDC as a control group
MORESQUE and ODP-239 are depicted in Figure 6, 7 and &nd was compared them individually with the values of Avg-
in terms of the boxplot of CA, F1 and RI values. The threeEnsemble, Mock and MMOEA. Table V shows the p-values
views were concatenated for Avg-Ensemble and MOCK anaf the statistical test performed on CA, F1 and RI values
used separately for MMOEA and MDC. Our method MDC hasof 10 different datasets(D1-D8, Citeseer and Cora). The p-
better mean values as compared to Avg-Ensemble, MOCK andhlues of statistical test performed on CA, F1 and RI values
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one from MDC method and producing the clustering solution.
With all features, MDC converged around 160 generations,
however when the tuning step was removed the method was
converged around 375 generations. The tuning step played a
vital role in improving the convergence speed.

VI. CONCLUSION

This paper presented a new multi-objective clustering
ensemble method (MDC) based on SPEA-II for clustering
documents. MDC uses the concept of multiple views to gen-

0.3f b

0.2r b

MOCK MMOEA MDC

.
AVG-Ensemble

erate multiple clustering solutions with diversity. Thesing
evolutionary process, it generates a better clusteringtisal
by select a diverse set of clustering solution and then Setec
high-quality clusters to derive a final clustering solution

MDC outperformed other recent clustering methods (state-

of-the-art non evolutionary and evolutionary clusteringtm

Fig. 8: Rl on combined dataset

ods) and its single objective variants. In future, we wolke |

to investigate the automatic detection of the multiple \saw
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Fig. 9: Analysis of MDC [6]

of combined dataset (having 397 queries) are 0.0016, 0.000%7
and 0.0001 respectively. We used= 0.05 for all statistical

test and the results showed that our method MDC has a
statistically significant improvement as compared to other
clustering methods. (8]

B. General Analysis

We also implemented single objective methods GA-1 and (9]
GA-2 based on our approach MDC. The GA-1 uélg; and
GA-2 usesObjs only. Table VI shows F1 score computed on [1q
10 different datasets for GA-1, GA-2 and MDC for compar-
ison. MDC outperformed single objective clustering method
GA-1, GA-2. This analysis was performed to see if generating11]
diverse clustering is the only reason for the better peréorce
and we found that using multi-objective approach we can
improve the results. [12]

We further performed component analysis of MDC by
removing different evolutionary steps and analyzing ttseiits.
Figure 9 shows the clustering quality (Average CA) on y-axis, 13]
and number of generations on x-axis. The results were conL
puted by removing crossover, mutation and tuning steps gne b

documents and the scalability of MDC.
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